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1 / Project Information

1.0 / Keywords

Generative, garden, responsive, video, real-time, live, motion, detection, change, state, matter, Jitter, openGL, vegetation, root, tree, plant, flower, seed, earth, nature, birth, life, death. 

1.1 / Abstract

The EV eGarden is a responsive video installation destined to be experienced in public architectural spaces.  The installation reacts in real-time to people presence and position consistency by generating and projecting vegetative elements around the participants, either on the ground, walls or windows. The amount of vegetation generated depends principally on the time spend by the participant at a given position. Continuous movement does not create vegetation, and simply disturbs the already present elements. 
1.3 / Team 
Louis-André Fortin

Jitter Programming + concept lead
Aleissia Laidacker 

Jitter +OpenGL programming
Jean-Sebastien Rousseau 

Jitter +OpenGL programming +documentation

1.4 / Deliverables
1 Jitter/OpenGL responsive video application  / EVEngine
1 Responsive environment/installation / EV eGarden
1 Written paper

1 Documentation kit ( videos & photos )

1 Website ( http://mixar.net/evegarden/ )

2 / Project Overview

2.0 / Title

This project got its name from the coagulation of the EV building with the Adam & Eve garden.  The relation with Eve is clearly important here, as EV eGarden will extensively use generative algorithms to create/simulate life, but will also be its de-generation. Plus, there is little  need to say what the e letter preceding the word Garden stands for, pick your choice: electronic, ethereal, eternal.

2.1 / Goal 

The project main avenue investigates generative forms of art in responsive environments.   In addition to this, the creation of a robust and scalable tool that could be used in architectural and performative contexts is one of our objectives. The basis for this tool will be to create a generative garden using human movement as trigger to generate or destroy vegetal life. The cameras will capture and track movements of multiple participants and a garden will stem depending on the quantity of movement, or lack of. 3-dimensional roots will also grow below the user’s feet. 

2.2 / What the Project Explores

The project explores the world of generative art, organic structures and architectural installations. Also, the piece attempts to establish a relationship between the architectural space and the pictorial space while simultaneously trying to recast the space into a space for play. The installation being the articulation between architectural, organic and playground elements will push further the exploration of the tectonic features of the building as raw materials for a more meaningful phenomenological experience.

2.3 / Technical Interests

The technical aspects we hope to explore involve using Jitter and OpenGL as the primary materials to build the application. For the generative garden, the main technologies that will be used are Jitter’s blob detection and optical flow object, both implementations from the cv.jit external. For the generative roots that are grown, OpenGL will be the main technology used for this, using both C++ and Jitter OpenGL objects. This way, a 3D feel can be used for this. In general, the jitter patch will also use OpenGL and C++ together to control how and when events should take place. The movement of the branches, the lighting, objects, etc.

2.4 / Significance of the Project

As a tool, the EVEngine will provide an opportunity to quickly put together architectural installations or performative punctual interventions using organic structures as a theme. For the installation part of the project, set in the EV building, it would, on a first level, provide a much-needed greenery in this downtown campus. It would rewards the passerby by giving a quick visual feedback based on their movements, or more lack of. But also, it would reward inhabitants of the edifice in the long term, giving them a deeper understanding of the building topology by giving visual cues about the vertical structure of the construction.

2.5 / Participants response VS environment response

The user will be the basis for how the installation will work. Without the input from the user’s movement, then the EVe Garden would not exist. Only when the user either willingly or unwillingly interacts with the camera, then the garden will grow and exist. The garden has to do with how the user interacts with its space and also addresses issue of existentiality, as if nothing exist when nobody is there to experience it.

The response of the participants to the environment, and vice versa,  is not what is really interesting, as it is more how these responses come together to generate  the dialog between the participants gesture and the vegetation growth , punctuated with elements of birth, life and death in space and time. This sequence of events,  theses change of state are important as they illustrate the natural processes often ignored by long-lasting human fabrication, like architectural constructions.

2.6 / EVEngine details 
2.6.1 Blob detector and timer 

By Jean-Sebastien Rousseau 

Documentation is temporarily here : http://concordia.mixar.net/comp471/?p=11
2.6.2 Vegetation generator 

By Aleissia Laidacker and Louis-André Fortin

Documentation is here : 

Vegetation Generator Overview

For the Vegetation generator, the technologies that will be used for this will be Jitter, OpenGL and JavaScript. OpenGL is required for this since we are aiming to have a 3D look to our EV eGarden. Jitter will be used mostly by the Blob detector and timer and this will interact with the Vegetation generator which will mostly use OpenGL and JavaScript with Jitter. JavaScript code can be used in Jitter to handle user events, create OpenGL objects and more importantly so that the code can made in a way to randomly create generative art. In various generative art pieces, processing code is used to create and manage all sections of the installation piece. As we have seen from such Processing pieces, code is sometimes a necessity.

Vegetation Generator Roles & Responsibilities

The Vegetation Generator will be responsible in creating vegetation like 3D art. The blob detector will be used to track where the starting point coordinates should be, set limits and timer, and then communicate this information to the Vegetation Generator. The Vegetation Generator will make use of this information to generate the garden. This will be done using Jitter OpenGL objects and JavaScript external code. The JavaScript code will be able to directly code all needed JitterObjects, Matrix operations, OpenGL functionality and events. The code will be able to generate a garden using math that is based on the creation of vegetation and movement.

Here is an example behind an algorithm for a tree simulation:

Tree Simulation – McGill: Sergey Vasilevskiy
For this tree simulation, the math algorithms are provided and so this will be used to help control how the Vegetation Generator will create the garden.

Vegetation Generator – Modeling + Texturing

For the actual modeling and texturing that will be used, OpenGL Jitter objects will be used to create the objects and textures which we will create. Two possible options for the models will be either to have the Vegetation generator completely handle creating all models using vertices and built in OpenGL objects (jit.gl.sketch) or another possibility is to create more intricate objects in Maya and control the models using the jitter.gl. Jit.gl.sketch contains many standard OpenGL calls that are very similar to the syntax of C++ OpenGL calls and so it would be interesting to use this form of modeling and compare it to how actual C++ OpenGL modeling code would perform. Both options would be interesting ways for modeling the objects and may both be used in the end, one for generating basic grass and roots and the other for generating more intricate models such as flowers. 

For the actual texturing, normal coloring can be used for the basic shapes and texture mapping can be used for any additional models such as the flowers. For this section, the timer functionality will be used from the Blob detector and Timer section so that the textures can be swapped in and out, creating a chaotic and random looking garden.

Below is a list of examples related to garden generation and types of effects we would like to explore:

Vattenfall Media Façade (2004)
Vattenfall Media Façade (2004) – video & source



 HYPERLINK "http://portfolio.barbariangroup.com/nextfest/index.html" 

Grass by The Barbarian Group

Vegetation Generator - Animation

A final section which would like to be explored with the Vegetation Generator is creating animation for the generated garden. For this section, we would like to explore the idea of having the surrounding sound of the area control how the movement of the garden will react. As seen in the above example from the Barbarian Group, their grass installation reacts to the movement of the passersby. In our installation, not only will the garden grow and exist solely because of the user but also, the movement of the grass will depend on the sound, music, voices in the area. For this, MAX sound objects can be used with Jitter to detect sound frequencies and pitch to control the amount of movement that the animation should use.

2.7 / Timetable 

	When
	What
	Who
	Where
	Comments

	
	
	
	
	

	Oct. 23
	Proposal submission
	LAF
	Online & in hand
	Email & print for SXW 

	Oct. 23
	Presentation meeting
	Team
	EV-5.709
	CART 451 class

	Oct. 25
	Deliver website 
	JSR
	Online 
	Plan B = PPT

	Oct. 25
	Proposal presentation
	Team
	In class
	CART 471 class

	
	
	
	
	

	Nov. 6
	Get authorizations
	LAF
	EV administration
	For installation in EV

	Nov. 6
	Deliver blob detector
	JSR
	EV-5.709
	CART 451 class

	Nov. 6
	Deliver vegetation generator
	AL+LAF
	EV-5.709
	CART 451 class

	Nov. 6
	Deliver EVEngine 
	Team
	EV-5.709
	CART 451 class

	
	
	
	
	

	Dec. ?
	Deliver EVeGarden installation
	Team
	?
	Location is uncertain

	Dec. ?
	Deliver EVeGarden paper
	Team
	Online & in hand
	Email, print for  SXW

	Dec. ?
	Deliver EVeGarden documentation
	Team
	Online
	Videos and photos


3 / Resources 

4 / Architectural diagrams, diagrams of installation 

[image: image1.jpg]



Sketch represents one of the proposed sites of installation on the 6th floor of the EV building.

5 / References

5.1 / Jitter, OpenGL & JavaScript
Jitter Tutorial 47 – Using Jitter Object Callbacks in JavaScript

Max JavaScript Examples
5.1 / Examples

Vattenfall Media Façade (2004)
Vattenfall Media Façade (2004) – video & source



 HYPERLINK "http://portfolio.barbariangroup.com/nextfest/index.html" 

Grass by The Barbarian Group

Tree Simulation – McGill: Sergey Vasilevskiy
