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video as spacetime block

• Set notation
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Time-space block for motion video

I : Ω× [0,∞)→ R+ (1)

Ω is a rectangle in R2 for x ∈ Ω velocity field

v(x) =< v1(x), v2(x) > (2)
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vector field
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variational formulation: 
active contours

• We wish to define some functional that will allow 
us to partition the image I into region R and its 
complement I - R.

Let f( ) be a monotone decreasing function, then 
we seek:
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Z2

estimation criteria

d[n] = displaced image of point n under the vector field flow

Ĩk[n] ≡ Ik−1[n− d[n]] (3)

A reasonable error function

E [d] =
∑

n∈R
|Ik[n]− Ĩk[n]| (4)

γ(s)
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Z2

estimation criteria

d[n] = displaced image of point n under the vector field flow

Ĩk[n] ≡ Ik−1[n− d[n]] (3)

A reasonable error function

E [d] =
∑

n∈R
|Ik[n]− Ĩk[n]| (4)

γ(s) We wish to define some functional that will allow us to partition the image I into a region R
and its set complement I −R

Let f(·) be a monotone decreasing function

minγ

∫

Rγ

f(δI(x))dx + λ

∫

γ
ds (5)

1

Q.  What does minimizing this functional favor?



variational approach ...

• minimizing favors regions of large gradient of I, and 
at the same time controls (minimizes) length of 
boundary
 
Minimizing not over real numbers, but over function 
spaces: eg over curves,
Apply calculus of variations.
 
Solving Euler-Lagrange equations  for that functional 
yields this differential equation,
called an evolution equation:
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evolution equation

• Evolution equation for functional is an ODE to 
vary the boundary curve:

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

2

inward normal to curve∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

2

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

2

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

2

geodesic curvature

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0
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so the balloon force pushes contour to 
large gradient image areas



sphere inversion problem

• old and new approaches

Thurston proof & video

Sullivan proof & video
using curvature-driven flow



motion estimation

• different criteria for
compression: motion-compemsated 

compressopn (MPEG)
vs

motion-based video segmentation

skip many apparent motion effects due to 
variations in illumination or camera 
characteristics
focus on object-induced motion



models of motion
• spatial models

temporal models
region of support

( ) + (    )b1

b2
b3  b4

b5  b6
xv(x) =

spatial model: assume that the movement of a 
dot at position x is modeled by some affine 
map



temporal model of motion

• and ... region of support

temporal model

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)

2

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)
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observation models
• Key assumption:  Image intensity of a (point) 

object does not change along motion trajectory, 
so , for every x:

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)

Observation

Ik[n] = Ik−1[n− d] (9)

2

Differentiating w/r s, 
where s is length 
along trajectory:

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)

Observation

Ik[n] = Ik−1[n− d] (9)

dI

ds
= 0 (10)

2

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)

Observation

Ik[n] = Ik−1[n− d] (9)

dI

ds
= 0 (10)

dI

dx
ν1 +

dI

dy
ν2 +

dI

dt
= (∇I) · ν +

dI

dt
= 0 (11)
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by chain rule:



regularization of image

• Underconstrained -- not enough conditions to 
yield a motion. Assume neighboring points move 
alike.  One way: motion field is locally smooth, 
with low gradient.   We minimize E[v] for a 
velocity field

∂γ

∂τ
= F$ν = (f(δI(x)) + λκ)$ν (6)

Balloon force
f(δI(x))$ν (7)

As δI →∞, f(δI)→ 0

Temporal model assuming velocity is constant between time t and τ > t

x(τ) = x(t) + vt(x)(τ − t) = x(t) + dt,τ (x) (8)

Observation

Ik[n] = Ik−1[n− d] (9)

dI

ds
= 0 (10)

dI

dx
ν1 +

dI

dy
ν2 +

dI

dt
= (∇I) · ν +

dI

dt
= 0 (11)

E(v) =
∫

D
(∇I(x) · v(x) +

∂I(x)
dt

)2 + λ(‖∇(v1(x))‖2 + ‖∇(v2(x))‖2) (12)
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estimation criteria
• (Boldfaced are 2-vectors in      ) 
d[n] = displaced image of point n  under the 
vector field v[n] = d[n] - n

estimated image intensity: 
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Find d that minimizes an error function.  A reasonable 
one is not quadratic (too many outliers) but simply:
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|Ik[n]− Ĩk[n]| (4)

1



examples



cv.jit.HSFlow



matrix_gradient_blur



matrix_gradient



test_jit.gl.render



myshout



pool-3d-nurbs



pool-3d-nurbs


